Automated pole selection using the DERRP methodology
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Abstract

A new parameter estimation procedure called Direct Estimation of Residuals from Rational-fraction Polyno-
mials (or DERRP) was recently introduced, wherein estimation of all modal parameters is done in a single
global computational step. Hence, reconstruction of FRFs is made possible at the traditional pole-selection
step in a modified stabilisation chart. The novelties in the stabilisation chart include additional comparisons
of residues, residuals and the “longest vector”. An automated model order determination strategy based on
the error between the DERRP-reconstructed and the experimental FRFs is presented in the paper. The work
aims to minimize the reliability on user-expertise and a provide a mathematical basis for the construction
of a valid structural modal model. The applicability of the aforementioned methods is demonstrated using
a FRF dataset obtained for an e-bike frame, the underlying aim for which was to provide an insight to its
dynamic behavior and determination of loads at component level.

1 Introduction

Modal parameter estimation (MPE) refers to a system identification procedure for vibrating mechanical
structures where an a-priori model is used to determine structural modal parameters from Frequency Re-
sponse Functions (FRFs) or Impulse Response Functions (IRFs). It is a well-researched topic with various
approaches proposed over the past decades, and its maturity may be gauged by the availability of a com-
mon framework unifying the various algorithms - UMPA (Unified Matrix Polynomial Approach) [1] and the
widespread use of algorithms like the poly-reference least squares frequency domain approach (also called
PolyMAX® [2]) for industrial use cases. One of long-lasting focuses of research in the field is the automa-
tion of the MPE process [3, 4, 5] such that it may be used as a “commodity-tool” [6] by less experienced
engineers and/or technicians [7]. The estimation of a modal model from experimental data, however, relies
heavily on user expertise and experience, especially for selecting valid structural poles from stabilisation
charts. Herein lies the motivation for the presented work: to provide a mathematical foundation for the same
and augment it with statistical principles to automate the MPE process. The goal is that FRF data should be
fed to the algorithm and an accurate modal model must be estimated without user interaction. The ideology
behind the algorithm is to compare the modal model based on the ultimate validation strategy - comparison
of synthesized FRFs with the measured ones.

2 Theoretical background

The modal parameters that characterise the dynamics of a Multiple-Input Multiple-Output (MIMO), Linear
Time Invariant (LTT) system are as follows:
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* Poles or complex natural frequencies (A = o + j{2): The imaginary part corresponds to the observ-
able damped natural frequency while the real part is called the damping factor.

* Modal (or mode shape) vectors ({t'}) represent the principal shapes that the structure assumes when
vibrating at its natural frequency.

* Participation vectors ({L}) represent the contribution of various force input degrees-of-freedom
(DoFs) to each of the mode shapes.

* Modal scaling factors (QQ) represents the constant that scales a normalised mode shape.

MPE starts with FRF data acquisition, where responses and (force) references are measured at different
Degrees of Freedom (DoFs). These are used to compute FRFs (or IRFs) that are further used to estimate the
modal parameters. The FRF matrix ([H (w)] € CNo*i) relating displacements to forces is represented in
the partial fraction description of the MIMO FRF matrix in the frequency (or Fourier) domain in terms of
the residues ([A,] € CNoxNi) poles ()\,) and residuals, both lower ([LR] € CNo*Ni) and upper([UR] €
CNoxNiy as shown in Equation (1).
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Here, N, is the number of outputs, IV; is the number of inputs and NN, is the number of conjugate mode pairs
(A, AL = 0 £ j0).

The residue at the 7" non-repeated modal frequency (i.e. [A,]) is of unity rank and can be decomposed into
the modal scaling factor (Q,. € C'*1), the modal vector (¢, € CNox1y and the modal participation vector
(L, € CNix1) as shown in Equation (2). For the proportionally damped case, the residue is purely imaginary.

[AT]Noqu; = QT{wT}Noxl{LT}lTX N; (2)

A rational fraction polynomial (RFP) is often used to represent the FRF matrix to initiate the MPE process.
The left-matrix RFP description shown in Equation (3), is used to construct an overdetermined set of equa-
tions at each frequency line (s = jw), which is then solved in a least squares sense for the shown matrix
polynomial coefficients of the “denominator”([cy;]) and the “numerator” ([53;]).
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The “numerator” (or [3;]) matrix coefficients are then either ignored after, or eliminated by substitution (using
normal equations) before, the least squares solution. This is the first stage of the traditional two-step approach
where only the “denominator” (or [cy;]) matrix coefficients are kept, and are used to develop a polynomial
eigen-value solution [8] (also see companion matrix [9]). This process is carried out for increasing model
order m, resulting in complex poles (as eigen-values) and modal vectors (as truncated eigen-vectors) for each
model order iteration, using which a consistency (or stabilisation) chart may be plotted.

The user is then required to select valid poles from the large set of computed poles (and associated modal
vectors). This is an important step in the first stage of MPE and requires user experience, especially when
the data set may be noisy. Only after the poles are expertly selected and finalised, may the user proceed to
the second stage where the partial fraction model is applied (Equation (1)) to each frequency line to compute
the participation vectors, modal scaling, and the upper and lower residuals in a least squares sense.

2.1 Global MPE using DERRP

The recently introduced Direct Estimation of Residuals from Rational-fraction Polynomials (or DERRP)
algorithm [10, 11] estimates all the parameters in a single computation step, before the construction of
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the stabilisation chart. Hence, the complete set of modal parameters is available and each model-order’s
synthesized FRFs can theoretically be validated against the original experimental set.

Under the DERRP methodology, the partial fraction model shown in Equation (1) is explicitly expanded to
a RFP, using a left-matrix description (LMD) (Equation (4)). The “numerator” matrix polynomial order is
limited to one lesser than that of the “denominator” matrix polynomial to ensure stability of the system.

m —1 m—1

6], = |0 fens]] [ (]| e R @

82
=0 NoxNo i=0 NoXN;

Through left multiplication, this equation is simplified to Equation (5) to include the residual terms in a
modified RFP-LMD.
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As for Equation (3), an overdetermined least-squares setup using Equation (5) computes the matrix-coefficients
[cv;] and [Bl] for increasing model iteration m. The “numerator” is then explicitly expressed as a ratio of the
adjoint matrix-coefficient polynomial and the characteristic polynomial (Equation (6)) using Vu’s extension
of Faddeev’s algorithms [12].
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This allows the MIMO model to be represented in its common-denominator form as shown in Equation (7).

N,
" (A, _ A% _ LR ;
Z [Ar]N, x N, +[ }NOXM _1_[ ]J\;OXNl_‘_[UR]NoXNi:
3_)\7~ = A s

[ o], [ ], L]
S i

(7

By a simple comparison of the LHS (theoretical model) and RHS (available model) in Equation (7), the (rth)
modal parameters are calculated as follows.

* Poles or complex natural frequencies (A, = o, + j(),.) are the roots of the monic characteristic
equation (denominator of the RHS in Equation (7)).

* Modal Residue([A,]) associated with the pole )\, is computed using Equation (8) using L’Hospitals
rule for ratio of indeterminate forms.

4], = i ([0 0)

Equation (9) shows the derived final expression for the residue, which is of unity rank due to the
absence of truly repeated roots in actual dynamic systems. A singular value decomposition explicitly
results in the mode shape, participation vector and modal scaling for each pole.
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* Lower and Upper Residuals are calculable as the residue at s — 0 and at s — oo respectively.

* Longest Vector(q/A)T) is arecently developed [13, 14] derived parameter that combines information from

both the modal and participation vectors to identify the modal deflections for all uniquely measured
DoFs. Apart from an additional filtering criteria in the stabilisation chart, the longest vector can also
be used to predict unmeasured (driving point) FRFs and visualisation of a “virtual” mode shape, such
that all measured (input or output) DoFs are animated.
The condensed description of the information included in the modal and participation vectors ({1} and
({L} respectively) is done by rotating and scaling either of the two such that the common components
(from driving point DoFs) are coincident or have the smallest distance in a least-squares sense. The
vector with the higher mean phase correlation (MPC) is chosen to be rotated by an angle that is the
difference of their mean phases.

Thus, all parameters that define the admittance transfer function (Equation (1)) in a finite frequency range
of interest are obtained before the traditional stabilisation chart is plotted. The stabilisation chart is hence
modified such that in addition to an iteration-wise comparison of the modal vector, the participation vector
(in other words, the complete scaled modal residue), the “longest” vector and the residuals are also included
in this comparison [11].

As the model order m increases, so do the number of computed poles and associated modal parameters.
This increase reflects the overfitting of available FRF data and manifests in the increase in the number
of inconsistent computational poles, while the same structural poles are ideally computed for each model
order[15]. Consequently, the computational poles are required to be sorted out for the user to choose valid
poles only from an effective set of structural poles. The real and imaginary parts of a pole (representing
damping factor and damped natural frequency) are typically checked to be within a tolerance percentage
to another pole that represents the same resonance condition. The percentage of similarity for the modal,
participation and longest vectors, on the other hand, is computed by using Modal Assurance Criterion (MAC)
[16](Equation (10)).

e e
MACvl’UQ_{01}H{U1}{02}H{U2} 100% (10)

The lower and upper residuals are computed explicitly and are separately compared iteration wise. This
comparison is done by reshaping the entire residual matrix as a vector and using the synthesis correlation
coefficient definition [9] to represent the percentage similarity. It should be noted that in presence of noise,
this estimate is not the best, but only one possibility. If multiple bands are merged, the residuals naturally
need to be computed again.
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2.2 Existing automatic pole selection techniques

The aforementioned selection of valid structural poles is the biggest hurdle in automation of the MPE pro-
cess. A high level of expertise is required, and even then, the results may vary depending on the individual
judgements of users. Plenty of effort has been put into clearing up the stabilisation charts of computational
poles and create fast stabilising charts. The focus, however, remains largely on the visual aspect of the chart,
and that the user must find the pole-selection process easy and time-efficient. A good overview of existing
techniques and proposals that are more generally applicable is provided in [17, 5]. The idea behind most
techniques relies heavily on MAC comparisons of mode shapes and analysing clusters of poles computed
from increasing model order iterations [7]. Other methods include fuzzy clustering techniques [18] and his-
togram separation [19]. However, for automated algorithms, there exist threshold values (like number of
stable poles required, or realistic damping factor values for poles that “pollute” the set of structural poles
etc.) that should be input by the user, and this in turn requires even more user expertise.
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However, the automation strategies in literature are based on usage of incomplete modal models i.e., only
the vector and pole information are available. With an increase in the present-day computing power, using
DERRP, a complete modal model for each model-order iteration can be computed. This allows an error-
based, automatic selection of poles such that no user interaction is required between feeding the algorithm
with data and assessing the results.

It is worthwhile to mention the various stages apart from the data input and assessment where the user must
interact with the algorithm:

* The user typically needs to input at least the maximum model order based on how many peaks are
generally seen within the frequency range of interest. This is known as model order determination.

* Selection of poles is the main task requiring user expertise.
The strategy that is generally followed in this work is:

* The stabilisation chart is cleared of all spurious poles by employing criteria that indicate or refute their
structural nature.

* Model order determination is carried out based on the maximum equations that can be formed for the
least squares step. Additionally, a new metric is proposed which allows model orders to be determined
based on the accuracy of the resulting curve fit.

3 Proposed automated MPE methodology

3.1 Model order determination

The key advantage of DERRP is that the residuals are also computed per iteration. Hence it is useful if the
structural poles are all selected from the same iteration. In fact, rather than structural pole selection, the
problem statement can be transformed to pick the correct model order iteration.

Since the complete modal model (including out-of-band residual effects) is available, a numerical compar-
ison of the similarity between the obtained model against the FRF measurements can be made. The FRF
Similarity Metric was introduced in [20] which computes the similarity in the powers of two FRFs based
on a maximum likelihood estimator. The FRF matrix is synthesized H (Equation (1)) and compared to the
measured one for each iteration.

Ny
(e;(Hpqys Hpq); 0,0
FRFSMy 5 = Z i pg 0”;2) 0) (12)
=1 Y

The probability density function f is assumed to be Gaussian as shown in Equation (13).

s p,0?) = e 355 (13)
g

The error €;(Hyq, H nq) for the j th frequency, is the difference of magnitudes, defined in the decibel scale as
shown in Equation (14).

fj(Hpqvﬁpq) |101og ;o (Hpg(s5)) — 101og;o( pq(sj))‘ (14)

According to [20], the value of oy is taken as 6, corresponding to the half power of the automoment curve.
To this effect, a new metric called the Automoment-FRFSM (AMFRFSM) is proposed, that compares the
automoment (Equation (16)) of the measured and the synthesised FRF matrix (M and M respectively).

ZfejMM ;0,07)

AMFRFSM,, v = 0:0.07)
bl 0'0

(15)
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where, ¢; is defined in Equation (14) and the automoment is defined as in Equation (16).

M(s) = [H(s)|? (16)

3.2 Pole in FRF Automoment Confidence for pole sorting

For each pole estimated, a new criterion called the Pole in FRF Automoment Confidence (or PiFAC) is
hereby proposed. The effect of the concerned pole is deducted from the measured FRF to indicate the effect
of the " pole’s residue on the system (Equation (17)).

o (AdN x| A, o
Hy(s)= H ( e (17)

To globalise the effects of the poles, the automoment for the resulting matrix (M,) is computed from H,
according to Equation (16) to be compared against the same for the measured FRFs, using the AMFRFSM
metric introduced in Equation (18).

ZfeJMM );0,03)

FRFSM,, 18
MM~ (0;0,02) (18
PiFAC for the r*" mode in each model order, is then defined as:
PiFAC, =1 — FRFSM,, v (19)

It must be noted that the FRFSM value does not incorporate frequency shifts or phase errors. For the current
scenario however, these are unnecessary since the aim is to identify the absolute contribution of a pole in
automoment curve. Based on low values of the PiFAC, poles are accepted as structural poles, or rejected
as spurious poles. However, for FRF comparisons, it might be useful to consider the error and weights as
shown in [21].

4 Application example

An E-bike frame was tested under free-free condition using the roving impact strategy to gather information
about its modal behaviour. Figure 1 shows the free-free setup and the wireframe model used. A total
of 130 impact locations were identified and acceleration was measured at a single point using a triaxial
accelerometer as reference (/N, = 3). It must be noted that no impact was possible along the local Y-direction
of the response location, while impacts were possible in the local X and Z directions (/V; = 131).

Figure 1: Free-free setup for the E-bike frame (left) and the wireframe model (right).

Figures 2 and 3 show the LTI nature of the system via reciprocity and driving point FRF plots respectively.
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Figure 2: Reciprocity check between DoFs [1, 1] and [1, 3], i.e. point number 1 (reference accelerometer) in

the local X and Z directions.
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Figure 3: Driving point FRF check for DoF [1, 3], i.e. point number 1 local Z direction.
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The complete frequency axis was selected to carry out the DERRP MPE process based on the frequency
range of interest, and the good quality of data obtained.
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Figure 4: Complex Mode Indicator Function showing 20 clear peaks.

MPE using DERRP was then carried out and the stabilisation chart plotted, as shown in Figure 5. A clear
stabilisation diagram is plotted with DERRP such that the poles are easily identifiable. However, as high-
lighted in Figure 5, there exist a trail of possibly overfitted poles (or possibly poorly excited modes) in the
stabilisation chart. From a manual pole-selection point of view, it is difficult to select any pole from the first
highlighted trail, and choose the correct model order from the second highlighted trail.
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Figure 5: DERRP modified stabilisation chart.
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Figure 6: DERRP modified stabilisation chart with an additional filter of PIFAC value grater that 0.05.

The stabilisation chart is then plotted again with a new PiFAC > 0.05 criteria (more than a negligible zero
value), and it is seen that the highlighted (orange) pole trails clear out from what are poorly estimated
structural (in other words, spurious) poles for the given model order. It is also, seen that at higher model
orders, the pole trail splits (blue). Using the PiFAC value, these over-fitted poles are also eliminated. The
advantage of clearing out the stabilisation chart is that the synthesised automoment curve may be compared
to the measured curve, to numerically select the iteration with the highest AMFRFSM value. This would
then be the model order iteration containing most or all of the structural poles (Figure 7). Additionally,
this strategy can also be used to carry out model order determination - when the AMFRFSM value plateaus
(iteration 31, for e.g. in Figures 7 and 8), further model iterations need not be computed.

Automoanent FRTSM

0.8

0.6

0.4

i - - &

//"/ X 31

Y 0.936481

10 20 30 40 a0

Maodel order iteration

Figure 7. AMFRFSM values based on comparison of the automoment curves.
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Iteration 31, FRFSM 0.936481
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Figure 8: Comparison of the automoment curves for model order iteration 31.

Additionally, poles may be interactively chosen (by an expert user) through the AMFRFSM comparison
using the selected ones. This provides the user a numerical basis for selection of poles (and associated modal

parameters) from the same pole trail, but from a different iteration. This is shown in Figure 9, where the
AMFRFSM value is slightly improved.
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| | \wfl "\?_: / | \
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Figure 9: AMFRFSM values based on comparison of the automoment curves for a manual selection of poles
and residuals.

In both the above stabilisation charts, the difference between the participation vector (long dimension i.e.
131 DoFs) and the longest vector [14] (unique measurement DoFs i.e. 132) must be noted. Even though the

impact at the response node 1 was not possible in the local Y direction, its modal deflection is also predicted.
An example is shown in Figure 10.
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Figure 10: Longest vector(133 x 1) compared to the long dimension participation vector (131 x 1). The
predicted modal deflection values are highlighted using the black squares.

5 Conclusion

The paper introduced a strategy for automatic pole selection based on the recently introduced MPE method
called DERRP. The advantage of DERRP is that it predicts all modal parameters in a single computation
stage, and these are made available during the pole selection phase. As such, instead of selecting poles
based on a limited set of modal parameters, an error-based method is introduced which selects the modal
parameters based on the best fit to the measured data. It is shown that the poles are first filtered out using
traditional stabilisation chart filters (consistency in frequency, damping and mode shape), DERRP specific
filters (participation and longest vector), and a novel confidence value named PiFAC or Pole in FRF Automo-
ment Confidence value ranging from O to 1. The strategy is applied to a roving impact hammer FRF dataset
obtained from an e-bike frame. It should be noted that the PiIFAC value may be also defined as in [21] for
the Maximum Likelihood Estimator, the variance being calculated based on the coherences. This is deemed
as future work in addition to statistically determining the modal parameters from the set of poles having the
highest PiFAC values.
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