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Abstract
Booming noise is one of the primary sources of acoustic discomfort in a vehicle cabin at low frequencies.
It is thus of interest to detect booming noise in end-of-line NVH quality testing. However, it becomes
infeasible to collect and label large datasets to build reliable booming noise classification models for each
vehicle. We therefore study the application of transfer learning techniques, specifically domain adversarial
neural networks, for classification of unlabelled datasets using knowledge from a labelled source dataset.
The approach was tested on three different vehicles and six combinations of source and target datasets. The
datasets are generated by adding booming features to baseline vehicle sound recordings through alteration
of the engine orders by means of vehicle sound synthesis techniques. An additional setting where the inputs
are detrended, to reduce the gap between the source and target distributions, was also studied. The domain
adversarial training approach led to performance enhancements, especially when using the raw inputs.

1 Introduction

Cabin sound quality is one of the key influencers of perceived vehicle quality. The following are the major
contributors to vehicle interior noise: engine and powertrain noise, aerodynamic noise, road noise, brake
noise, squeak, rattle and tizzes, and noise from auxiliary components [1]. The inconvenience caused by
these noise sources has worsened with the recent trend towards lightweighing technologies, thus increasing
the need for effective sound quality prediction models [2].

In this paper, we target one specific sound quality issue: powertrain booming noise, caused by excitation
of the passenger cavity by narrow-band disturbances closely associated with the fundamental engine firing
frequency [3]. Although there have been multiple attempts to establish a booming noise metric, it remains a
subjective measure [3], [4], [5]. We study the phenomenon in the context of fleet testing. For the same, we
generate a simulation-based dataset for three vehicles: Ford Focus, Ford Mondeo and Opel Vectra.

Multiple recent studies have shown the capability of machine learning models, in particular Convolutional
Neural Networks [6], [7], [8], [9], for audio classification. Machine learning models are also being increas-
ingly used for sound quality prediction [10], [11], [12] owing to their effectiveness in modelling non-linear
phenomena. These techniques require large labelled training datasets. Moreover, a high prediction perfor-
mance is not guaranteed for samples outside of the training distribution.

To overcome this need for large datasets, we explore the use of transfer learning techniques for detection of
booming noise. The data scarcity in the target dataset is analysed under the following scenarios: a) Scarcity
in number of samples in the target dataset: Here we assume access to a small set of labelled samples from
the target dataset. b) Scarcity of labels: In this scenario, one has access to a sufficient number of samples in
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the target dataset, albeit without labels. An earlier work investigated the first scenario and found significant
improvement in model performance with fine tuning and feature extraction techniques [13]. The current
study examines the second scenario.

Domain adaptation is a special case of (transductive) transfer learning where the source and target domains
share a feature space, but differ in their marginal probability distributions, while the source and target tasks
are the same [14]. The domain is defined as the input feature space and its corresponding marginal probability
distribution, while the task is defined as the label space and the objective predictive function mapping the
inputs to the outputs [14]. Most of the domain adaptation techniques work by aligning the source and target
domains. Depending on the method of alignment used, they can be classified as divergence-based methods,
reconstruction-based methods and adversarial methods [15]. As the name suggests, Domain Adversarial
Neural Networks (DANN) is a domain adaptation method based on adversarial training. It is effective at
mapping the inputs to intermediate features which are indistinguishable with regards to their origin, while
still containing discriminatory information regarding the output class [16]. The method is further elaborated
upon in Section 3.4.

The rest of the paper is organised as follow: Section 2 briefly describes the methodology used for simulating
the dataset. Following this, we discuss the procedure to build a booming noise classification model. The
various steps involved from feature extraction to domain adaptation are explained in Section 3. The results
are analytically presented and discussed in Section 4. The paper closes with some conclusions in Section 5.

2 Data simulation

Sounds for the three vehicles were simulated using a sound quality equivalent model built on a small set
of experimental recordings at 100% throttle condition. The tonal and broadband components were then
extracted, modified and re-synthesized to generate new sounds. The modification was done with the aim to
introduce the manufacturing deviations and the booming phenomenon. The sounds were synthesized in a
run-up condition with the initial and final rotational speeds fixed at 1500RPM and 4500RPM respectively.
Small random variations, were introduced in the speed profile as shown in Figure 1a. Low frequency random
fluctuations up to 10dB were added to all the order profiles. An example is shown with the second order of a
vehicle in Figure 1b. A Hanning window defined by its height, width and placement in the RPM range was
added to the second order profile to model a booming-like event as shown in Figure 2. In an earlier internal
jury review it was found that such an event with a width greater than 280RPM and a height greater than 0.5Pa
led to a perceivable booming sensation. This criterion was used to label the simulated data. A more detailed
explanation of the simulation procedure can be found in [17]. The simulation method is based on the sound
synthesis procedure proposed in [18], [19].

2.1 Data distribution

The width and height of the Hanning window was sampled randomly from a beta distribution. Specifications
of the distribution are given in Table 1. The same is visualized in Figure 3. The location of the window in
the run-up was sampled randomly from a uniform distribution spanning the range of the run-up. Overall, this
manner of sampling led to an intentionally imbalanced distribution with ≈20% booming samples.

Table 1: Beta distribution specifications for sampling height and width of the booming event

Parameter Height Width
Lower limit 0.1 80
Upper limit 1.5 560

Mean 0.5 280
Alpha 2 2
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(a) Speed profile (b) Second order amplitude profile

Figure 1: Example of run up simulations with five randomly picked samples

Figure 2: Booming event simulation through the addition of Hanning window

3 Methodology

3.1 Feature extraction

Psychoacoustic metrics are instrumental in capturing perceived sound quality. Several studies have reported
high correlation of booming sensation with Loudness and Sharpness, with little to no correlation with Rough-
ness and Fluctuation Strength [20], [3]. To capture the transient nature of the booming phenomenon, time
varying Loudness and Sharpness were chosen as inputs to the booming noise classification model. Addi-
tionally the dominating order profile associated with the booming phenomenon in internal combustion (IC)
engine vehicles was also used. In this study, involving four cylinder engine vehicles, this corresponded to
the second order. The three input features, tracked with the rotational speed, were computed using Process
Designer in Simcenter Testlab 2021.2 Neo General Processing.

3.2 Preprocessing

The extracted inputs are stacked to create a matrix of size NxTxF of N samples with F features of length T.
This input matrix was pre-processed as in the following steps:

1. Detrending: In order to remove the trends associated with the different vehicles, the median feature-
profile was removed from all the features. This was done separately for source and target datasets.

2. Scaling: The second step was to scale the features to a range of 0 to 1. The scaling factor was calculated
on the source dataset and the same was used for the target dataset.
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Figure 3: Data distribution in the booming event’s width-height space. The red samples correspond to
booming and blue samples indicate no booming. The black dot indicates the mean of the distribution

The above two operations for the source and target domains were performed according to the equations
below. Validation and test sets are processed similarly, hence only the validation processing is shown in
the following equations. Figures 4a and 4b show the effect of the above preprocessing steps on the order 2
profile.
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where S and T denote the source and target domains respectively, the subscripts train and val refer to training
and validation sets respectively, the superscript f refers to a feature f ∈ F , A, A’ and A” represent raw,
detrended and scaled data respectively, min(A) and max(A) denote the minimum and maximum values in the
data matrix A, and M(Af ) represents the median profile of Af , obtained by taking the median over all N
samples in A ∀t ∈ T .
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(a) Raw input (b) After detrending and scaling

Figure 4: Effect of preprocessing on vehicle second order profile shown on 5 randomly picked samples from
each of the datasets

3.3 Classification model

A CNN architecture was chosen as the classification model due to its capability to extract local features and
a shared weights architecture resulting in shift invariance and reduced number of parameters [21]. Figure
5a shows the CNN model architecture used. A Random search operation was carried out with the help of
keras tuner [22] to find the optimal network architecture for a classical convolutional neural network trained
and validated only on the source dataset. The tuned parameters include number of layers, number of filters,
kernel size, dropout rate, number of neurons, output layer activation function and learning rate.

(a) Conventional CNN architecture (b) DANN architecture

Figure 5: Model architectures (A Parametric ReLU (PReLU) [23] activation function is used for all convolu-
tional layers and sigmoid activation function for the fully connected layer. Stride of all convolutional kernels
is 1. The models were built in the keras framework [24], [25])
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3.4 Domain adaptation

The Domain Adversarial Neural Network (DANN) architecture was proposed in [16]. Its conception was
done with the aim to generate a representation of the source and target inputs which does not include any
discriminatory information about the origin of the samples (source or target domains) while preserving the
discriminatory information with respect to the class of the samples (booming or non-booming). A supervised
classifier trained on these (source domain) intermediate features can then be used to make predictions about
unlabelled target samples thus facilitating unsupervised training on the target dataset.

Figure 6 shows a block diagram of the general architecture of the DANN model. A brief description of
the DANN method is given in this section, for more details we refer to the original paper [16]. DANN
consists of a feature extractor block followed by a label classifier block, as is the norm for many deep
learning architectures. The unique aspect of the model comes from the gradient reversal layer and the domain
classifier block. In the forward propagation step, the gradient reversal layer behaves as a unity multiplier i.e.,
the features pass unchanged through it. During the backward propagation however, the gradient reversal
layer multiplies the gradients by a negative constant (-λ). During training, the labelled source data and
the unlabelled target data are both passed through the feature extractor to generate input representations.
The source domain features are then passed through the label classifier. The label classifier attempts to
predict the class of the samples (booming or non-booming) and is trained on the labelled source samples
only. Both source and target features are also passed through the gradient reversal layer and the domain
classifier. The domain classifier tries to predict the domain of the samples (source or target) and is trained on
the combined source and target data since we know the domain of all the samples. The adversarial training
of the feature extractor and the domain classifier occurs due to the gradient reversal layer. This forces the
feature extractor to generate representations which are conducive for the label classifier but ineffective for
the domain classifier.

Figure 6: DANN architecture [16]

Let the feature extractor, the label classifier and the domain classifier be defined by a set of parameters θf , θy
and θd respectively. For n source samples and m target samples, the DANN tries to minimize the loss given
by Equation (9) [16].
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where Li
y(θf , θy) and Li

d(θf , θd) are the class and domain prediction losses respectively for the ith sample.
The value of λ in the loss function was set according to Equation (10). The variation of λ is shown in Figure
7.

λ = λmax ∗
(

2

1 + e−10∗TF
− 1

)
(10)

where TF is the training fraction completed, and λmax is the maximum value lambda will attain in the
training loop.

Figure 5b shows the DANN architecture. The DANN model uses the same architecture as the baseline 1D
CNN model for the feature extraction, but adds a gradient reversal layer and domain classifier. The learning
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Figure 7: Variation of λ with training progress

rate decay and λmax were the only hyperparameters tuned in the DANN model.

3.5 Experiments

The three vehicles formed a total of six pairings of source and target datasets, each of which was tested
with and without domain adaptation, and with and without detrending (preprocessing). An ideal accuracy
was also established for each vehicle, and each preprocessing technique, by creating a reference scenario for
each vehicle where the CNN has access to the fully labelled dataset for training and the model is tested on
samples of the same vehicle. For all the above mentioned experiments the datasets were divided into training
+ validation and testing according to Table 2.

Table 2: Data division into training, validation and testing

Dataset Training + Validation Testing
Source 1000 + 250 1000
Target 1000 + 250 1000

3.6 Evaluation

The models were evaluated by comparing their accuracy, cf. Equation (11). Each experiment was run five
times with random seeds and random training-validation split to obtain mean and standard deviation of the
model accuracy. This meant that the standard deviation would include the effect of variation in data and in
initialization.

Percentage accuracy =
Number of correctly classified samples

Total number of samples
∗ 100 (11)

4 Results and discussion

The methodology discussed above is applied on the three vehicle datasets and their source-target pairings,
and the results discussed below.
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In [26], the authors proposed a method to estimate the target generalization performance bound in terms of
source dataset error and a measure of divergence between the source and target domains. In this study we do
not assess the inter-domain divergence, however, we report the source dataset accuracy in Table 3.

Table 3: Percentage mean accuracy ± standard deviation on the test set with a fully labelled dataset

Vehicle Scaling Detrending + Scaling
Focus 93.8± 0.1 93.8± 0.7

Mondeo 93.2± 0.8 94.0± 0.7
Vectra 92.8± 0.4 93.8± 0.7

Table 4 shows the comparative model performance on a target test set with and without the DANN model.
We see that the domain adaptation approach led to an increase in booming classification accuracy in all of
the studied source-target vehicle pairings and both preprocessing conditions.

Detrending leads to higher test dataset accuracy. This might be due to better initial alignment between the
source and target domains. Li et. al. [27] recommend the use of instance-based algorithms, such as weight-
estimation based on kernel embedding techniques and the heuristic weighting strategy, in domain adaptation
involving similar source and target domains. These techniques might be better suited in this case.

Although the domain adaptation approach resulted in at least marginal improvement in classification accu-
racy in all the studied cases, the need for hyperparameter tuning on the DANN model is apparent. In addition
to optimizing the model architecture, further improvements in accuracy could be obtained through establish-
ment of an early stopping criterion based on comparison of the feature distributions of the two domains.

The significant increase in target dataset accuracy post detrending could also be attributed to the nature of
the data generation. All the datasets are simulated from a limited set of experimental recordings. Although
random noise is added to the order profiles generation as shown in Figure 1b, it remains to be seen if de-
trending will lead to such substantial performance gain in non-simulated environments. The ability of the
DANN approach to obtain a positive transfer also needs to be studied in this scenario.

Table 4: Percentage mean accuracy ± standard deviation obtained on target test set

Source dataset Target dataset
With scaling With detrending + scaling

w/o DANN with DANN w/o DANN with DANN
Mondeo Focus 78.9± 2.7 83.1± 1.5 91.4± 0.8 91.5± 0.3
Vectra Focus 83.5± 3.6 85.2± 2.5 86.1± 1.1 88.0± 1.1
Focus Mondeo 71.9± 14.3 86.6± 0.6 89.9± 1.3 91.5± 0.6
Vectra Mondeo 70.9± 25.6 86.6± 0.8 88.9± 1.2 90.6± 0.3
Focus Vectra 27.1± 3.9 82.3± 2.8 85.3± 1.0 88.1± 1.2

Mondeo Vectra 35.9± 10.3 83.4± 1.0 87.1± 0.2 88.5± 0.5

Some vehicles seem to be more suited in their role as source datasets than others (e.g., Vectra). Further in-
vestigation is needed to understand what leads to this effect, which could in turn be instrumental in informed
selection of source datasets.

Lastly, regarding the DANN model, the authors observed a significant increase in training time over a con-
ventional CNN model. This could be attributed to its non-standard architecture in TensorFlow [25] and the
more difficult convergence of the adversarial training process.

5 Conclusions

The purpose of this study was to investigate the efficacy of transfer learning techniques for detection of
booming noise. We also studied the effect of detrending on the classification accuracy and on domain adap-
tation.
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A 1D-CNN approach seems to be well suited for booming noise classification with classification accuracies
≈ 93 − 94% for the three vehicles under study with fully labelled datasets. The highest accuracy on the
unlabelled target dataset (≈ 88 − 91%) was obtained through a combination of detrending (preprocessing)
and the DANN approach in modelling. We thus demonstrated the feasibility of using a domain adversarial
approach for sound quality prediction on unlabelled target datasets. Further research is however required to
improve the training time and the accuracy of the DANN approach (e.g. through hyperparameter tuning).
Furthermore, further investigations are required on the feature distributions of the source and target datasets,
in order to understand why some vehicles seemed more suited to be used as source datasets and to understand
whether alternative domain adaptation methods such as instance-based transfer may be effective for this use
case.
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